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Abstract—Large scale monitoring systems require reliable and efficient in-network information extraction mechanisms able to effectively track events at the field level. The study of consensus algorithms for distributed data processing has gained a lot of interest in the last decade. Average consensus algorithms used for decentralized sensor fusion in wireless sensor networks, iteratively compute the global average value, in a completely distributed manner through local information exchange among neighbors. In the first instance, it is mandatory to pursue the reduction of convergence time, for energetic reasons, but it is also essential to lead the convergence to a reliable value. In this paper we propose a new weighted average consensus algorithm, tailored for event detection where each sensor selects its own weights on the basis of some local information regarding number of direct neighboring nodes and estimated distances to each neighbour. Various simulations have been implemented and analysed from a comparative standpoint.

I. INTRODUCTION

In the last decade, in-network data processing has gained a lot of interest, mainly due to the rapid development of embedded devices. The increased adoption of WSNs (Wireless Sensor Networks) across numerous applications with high prevalence in agriculture, critical infrastructure, industries, mainly in oil and gas and waste water and even military surveillance missions, is due to some already well known reasons [1][2]. Among these strong reasons, main benefits rely to ease of implementation (no cable run), able to operate in different environments, scalability and robust technology with surprising computation capabilities. Moreover, under the rapid ongoing proliferation of IoT (Internet of Things), WSNs have become essential elements for making the most of this [3]. We build upon previous work in [4] where we proposed a novel approach for smart data collecting in large areas based on WSN and Unmanned Aerial Vehicle (UAV) collaboration.

Large monitoring systems based on WSN systems require efficient decentralized sensor fusion algorithms able to perform consensus decision making in a way that leverages the on-board computing resources of each sensor node and reduces the burden on the communication channel. Sensor fusion schemes using in-network data processing, based on consensus algorithm, provide fault tolerant solutions for event detection applications. In a consensus algorithm, each node estimates the global average in a linear iterative way through local information exchange, governed by the interconnection topology. Each node updates its own estimation based on local knowledge and an updating rule. One of the main concerns regarding WSN nodes refer to energy consumption, specific to battery operated embedded devices. Thus, it is mandatory to pursue the reduction of convergence time, by reducing the number of consensus steps. Convergence speed of average consensus mechanism can be improved using a weighted updating rule. In theory, weights should be selected stemming from the network topology and some basic statistics, related to graph theory, such as connectivity or maximum degree. Due to the restriction regarding data transfer among sensor nodes, for energy saving, in practice, well known average consensus algorithms use only local neighbor information (regarding the topology) for the weights selection.

In certain scenarios, estimating the global average value is not sufficient to detect the occurrence of an event. The emergence of isolated deviations can be iteratively suppressed by overall average related to the value with the highest incidence. Such behavior should not be tolerated in certain event detection application where the notification of initial deviations in an early stage can bring important savings or benefits.

In this paper we propose a new weighted average consensus algorithm, tailored for event detection where each sensor selects its own weights on the basis of some local information regarding number of direct neighbouring nodes and estimated distances to each neighbour. Distances are estimated by means of signal quality evaluation stemming from indicators such as RSSI (Received Signal Strength Indicator) or LQI (Link Quality Indication).

The outline of the paper is as follows. Section II provides a brief overview of average consensus algorithms and further explores some well known methods for weights selections. Section III presents our approach for weighted average consensus, tailored for event detection systems. The algorithm is suitable for static clustered WSNs with synchronous local information exchange. In Section IV, simulation results are presented with focus both on convergence time and consensus accuracy. Last section summarizes the paper and discusses future work.

II. AVERAGE CONSENSUS ALGORITHMS

In a consensus method, multiple autonomous agents seek to reach a collective goal under the influence of the information flow in the network.

WSNs are usually modeled as graphs with directed or undirected edges, corresponding to the allowed information flow between network nodes. In literature there are several studies concerning the consensus paradigm in multi-agent systems.
In order to describe consensus methods, we assume an undirected graph representation of the information flow among the network nodes, formal denoted \( \mathcal{G} = (\mathcal{V}, \mathcal{E}) \) where the vertices \( \mathcal{V} = 1, 2, \ldots, N \) correspond to the sensor nodes and the set of edges \( \mathcal{E} \subseteq \mathcal{V} \times \mathcal{V} \) represent the communication links between two autonomous nodes. Further we denote the elements of \( \mathcal{E} \) with \((i, j)\) where nodes \( i \) and \( j \) are able to exchange information. Since we refer to undirected graphs, the converse \((j, i)\) \( \in \mathcal{E} \). Let \( A = [a_{ij}] \) be the adjacency matrix of graph \( \mathcal{G} \). We denote the set of neighbours of node \( i \) with \( \mathcal{N}_i \) defined as \([6]\):

\[
\mathcal{N}_i = \{ j \in \mathcal{V}; a_{ij} \neq 0 \}. \tag{1}
\]

A distributed consensus algorithm is described in \([7]\) by the following conventional linear system in a continuous time model:

\[
\dot{x}_i(t) = \sum_{j \in \mathcal{N}_i} a_{ij} \left( x_j(t) - x_i(t) \right) \tag{2}
\]

where \( x_i \in \mathbb{R} \) denote the estimated value of node \( i \). Consensus is reached if \( x_i = x_j \) for all nodes \( i, j \) where \( i \neq j \).

In a discrete-time representation, the consensus algorithm is expressed as:

\[
x_i[k+1] = \sum_{j \in \mathcal{N}_i} a_{ij} \left( x_j(k) - x_i(k) \right). \tag{3}
\]

Graph Laplacians are specific graph theory matrices that play an important role in analyzing the convergence of consensus algorithms and their performances. Thus, the system model (3) is expressed in the following compact representation:

\[
\dot{x}_i = -Lx_i, \tag{4}
\]

where \( L \) denotes the graph Laplacian of \( \mathcal{G} \). The graph Laplacian is defined as the subtraction:

\[
L = D - A, \tag{5}
\]

where the diagonal matrix \( D \) is the degree matrix with \( d_i = \sum_{j \neq i} a_{ij} \) diagonal elements.

It has been recognized that the properties of Laplacian matrix provide useful instruments in analysis of convergence of consensus algorithms and guiding towards a desired outcome. For undirected graphs, \( L \) is a symmetric matrix with real eigenvalues, in an ascending order as:

\[
0 = \lambda_1 \leq \lambda_2 \leq \cdots \leq \lambda_n \leq 2\Delta, \tag{6}
\]

where \( \Delta \) is the maximum degree of the graph. The second smallest eigenvalue of \( L \), denoted \( \lambda_2 \) and known as algebraic connectivity of the graph is used as a measure of convergence performance \([8]\). Several works discuss the problem of distributed estimation of the eigenvalues of Laplacian matrix \([8]-[11]\).

In this paper, we are particularly interested in weighted average consensus methods.

In case of weighted average consensus, the conventional expression of consensus algorithm (2) becomes:

\[
\omega_i \dot{x}_i(t) = \sum_{j \in \mathcal{N}_i} a_{ij} \left( x_j(t) - x_i(t) \right). \tag{7}
\]

where \( \omega_i \) belongs to the desired weighting vector \( \omega = (\omega_1, \omega_2, \ldots, \omega_n) \). In a compact representation, the updating rule becomes:

\[
W \dot{x}_i = -Lx, \tag{8}
\]

with \( W \) the weight matrix with the same pattern as the adjacency matrix.

Although the strong background stemming from algebraic graph theory provides support for the synthesis of advanced optimization procedures, some constraints specific to WSNs causes it to become unfeasible. For large sensor networks, whole topology discovery requires advanced computation complexity and involves enormous waste of energy. Thus, it seems more promising to use local average consensus methods, i.e. solution that charges each sensor to select its own weights on the basis of some local information. An update law for node \( n_i \) based on local weighted consensus in a discrete-time representation \([12]\) is defined as:

\[
x_i(k+1) = \omega_{ii} x_i(k) + \sum_{j \in \mathcal{N}_i} \omega_{ij} x_j(k), \tag{9}
\]

where \( \omega_{ii} \) is the weight elected by node \( i \) for the value of node \( j \), and \( \omega_{ii} \) denotes the weight applied to its own estimated value.

In matrix form this is expressed as:

\[
x(k+1) = Wx(k), \tag{10}
\]

where \( W \) is a matrix containing \( \omega_{ij} \) weights elements and \( x(k) \) is the state vector at convergence step \( k \).

Some of the specific methods, which are often considered a strong basis for comparison purpose, are further described in this section.

The Metropolis weight algorithm is a method that computes the weights stemming from the degree of neighbours. This method is defined as:

\[
\omega_{ij} = \begin{cases} 
\frac{1}{\max(d_i,d_j)} & \text{if } (i,j) \in \mathcal{E}, i \neq j \\
1 - \sum_{j \in \mathcal{N}_i} \omega_{ij} & i = j , \\
0 & \text{if } (i,j) \notin \mathcal{E}, i \neq j
\end{cases} \tag{11}
\]

where \( d_i \) and \( d_j \) are the degrees of nodes \( i \), respectively \( j \).

A particular form of this method is the Metropolis-Hasting weighting algorithm, which defines a set of weights for immediate neighbours \( j \in \mathcal{N}_i \) as following:

\[
\omega_{ij} = \frac{1}{1+\frac{1}{\max(d_i,d_j)}} \text{ if } (i,j) \in \mathcal{E}, i \neq j \tag{12}
\]
The Maximum Degree weighting method relies on global knowledge, which makes it unfeasible for large monitoring systems.

It is supposed that all the nodes know the maximum node degree in the network and select the same weight value as:

$$
\omega_{ij} = \begin{cases} 
\frac{1}{d_{\text{max}}} & \text{if } (i, j) \in \mathcal{E}, i \neq j \\
1 - \sum_{j \in N_i} \omega_{ij} & \text{if } (i, j) \notin \mathcal{E}, i \neq j \\
0 & \text{if } (i, j) \notin \mathcal{E}, i = j 
\end{cases}
$$

(13)

In [13], [14] it has been shown that optimal constant weight values are achieved by Best constant method, which is defined as:

$$
\omega_{ij} = \begin{cases} 
\frac{2}{\lambda_i(L) + \sum_{i \neq j} \lambda_i(L)} & \text{if } (i, j) \in \mathcal{E}, i \neq j \\
1 - \sum_{j \in N_i} \omega_{ij} & \text{if } (i, j) \notin \mathcal{E}, i \neq j \\
0 & \text{if } (i, j) \notin \mathcal{E}, i = j 
\end{cases}
$$

(14)

where $\lambda_i(L)$ is the $i^{th}$ eigenvalue of the graph Laplacian matrix.

In [15] the authors propose a new local average consensus, called Neighborhood algorithm. This method is tailored for networks described by clustered structures and pursues to find the most critical links between sensor clusters to assign them the highest weights. This solution outperforms conventional algorithms in terms of convergence speed. A novel corrective consensus algorithm was introduced in [16] through the addition of a measure of amount of change, estimated between convergence steps. The authors define two types of iterations: standard and corrective. The corrective iteration is performed to adjust state variables and auxiliary variables. It was shown that through this method, consensus value converges almost to the average, notwithstanding asymmetric link losses. In [17] the consensus problem of multi-agent systems with distance-dependent communication networks is discussed. It is assumed that the communication weight between two nodes is a non-increasing function of their distance.

III. PROPOSED ALGORITHM

In this paper we are mainly focused on a novel approach for weighted average consensus, tailored for event detection. The proposed solution aims at correcting the convergence value or rather guide it to an expected value. In some specific scenarios, certain highly localized events can easily pass undetected. To avoid this issue, a mechanism for detecting deviations in relation to local neighborhood average is required.

The proposed approach is suitable for static topologies, with synchronous in-network data processing. This assumes that each and every sensor node, comprising the WSN, has to be synchronized with a global clock. Thus, all the sensing nodes assist each convergence iteration. Although our work refers only to static topologies, the proposed solution may be extended for the study of dynamic WSN topologies.

Stemming from the strong basis of algebraic graph theory, the proposed solution is built on a weighted average consensus algorithm base, using a specific mechanism for weights selection. Each sensor node computes its weights, using an estimation of the distance to each neighbor and additional local information regarding the average value around its neighborhood. This mechanism ensures high priority for the sensor nodes in the proximity of the isolated deviations.

In order to estimate the distance to a neighbor, the node evaluates the quality of the received messages through some particular metrics such as the Received Signal Strength Indicator (RSSI) value (in dBm) of the unicast messages from the neighbours. Based on this estimation, the algorithm ensures the updating rule computes the current convergence value keeping a high priority for the closest neighbours. This provides asymptotic consensus convergence, and follows the average value of the neighbourhood. Weights applied to each neighbour are computed as the ratio between the closest estimated neighbour and the estimated distance as follows:

$$
\omega_{ij} = \begin{cases} 
\frac{d_{\text{min}}}{d_{ij}} & \text{if } (i, j) \in \mathcal{E}, i \neq j \\
0 & \text{if } (i, j) \notin \mathcal{E}, i \neq j 
\end{cases}
$$

(15)

where $d_{ij}$ denotes the estimated distance between node $i$ and its neighbor $j$ and $d_{\text{min}}$ is the distance to the closest neighbour. It can be observed that nodes outside the neighbourhood are not considered.

Using the selected weights, the algorithm performs a weighted average of neighbours values defined as:

$$
N_{i,\text{mean}}(k + 1) = \frac{\sum_{j \in N_i} \omega_{ij} x_{ij}(k)}{\text{dim}(N_i)}
$$

(16)

where $\text{dim}(N_i)$ is the number of neighbors.

To give high priority to sensor nodes with deviated measured values, we added additional weights for the updating rule. For the last step of the convergence iteration, the algorithm computes the following update:

$$
x_{ij}(k + 1) = \frac{\phi_{ij}(k+1) x_{ij}(k) + \omega \cdot N_{i,\text{mean}}(k + 1)}{\phi_{ij} + \omega},
$$

(17)

where the weight $\varphi$ represents a predefined corrective factor in strong correlation with the dynamics of the convergence and the weight $\phi_{ij}$ defined as:

$$
\phi_{ij} = |x_{ij}(k) - N_{i,\text{mean}}(k + 1)| - \varphi.
$$

As one can see, the weight applied to the state value is computed for each step of the average consensus and ensures a higher priority for the deviated measured values which relies to isolated emergence of events.

We further analyze the performance of the proposed algorithm from a comparative standpoint, both from different simulations and real implementation scenario.
IV. SIMULATION AND RESULTS

To analyze the performance of this approach, we first performed a number of comparative simulations in order to achieve the best results, stemming from the selection of the corrective factor through a heuristic. Due to the early-stage of this research topic, for improved event detection mechanism, we further describe preliminary results for some specific situations.

Note that for all the simulations, including the real implementation of the weighted average consensus algorithm, we used the same configuration. It is a static topology described by an undirected graph, comprising ten sensor nodes, in a random deployment, with a clustered structure and predefined measured values.

A comparative view of the corrective factor influence on the convergence dynamics is illustrated in Figure 1. Two deviated values (over 500 on the scale) were added in order to simulate an isolated event. As one can see the initial values update in an iterative way and slowly converge to the average value. It can be seen the strong correlation of the corrective factor and the convergence dynamics. An increasing of this weight will speed up the convergence, but the final average will be less influenced by the deviated values. This should be carefully weighted in order to obtain satisfactory results.

In order to validate this solution for improved event detection, we performed a comparative evaluation. We took advantage of the new available virtual tools for WSN prototyping. This section showcases some of our experimental results drawn from real test-beds simulations. Our experiments are based on TelosB/Tmote Sky platforms compatible with Contiki OS. Contiki is a state-of-the-art, open source operating system for WSN, Internet of Things (IoT) and other network embedded devices.

Ten sensor nodes were deployed in a random topology, as we mentioned before. Among these, eight were initialized with values uniformly distributed in the range 250:320. The other two remaining received deviated values, as in case of the emergence of an isolated event, with values ranging 520:550. Fig. 2 illustrates the topology of the simulated WSN, together with the initial values associated to each sensing node.

As one can see, the nodes were randomly deployed and the initial values were generated for a specific scenario of an isolated event occurrence. This is captured in the “Heat-map” representation, located in the right corner of the representation (sensor nodes 10 and 9).

The convergence mechanism is based on RIME communication massages exchanged between neighbour nodes in a random manner, using unicast messages. As we mentioned in the previous section, our approach is based on synchronous computation. In the first instance, each and every sensor node performs a neighbourhood recognition mechanism, based on sending/receiving broadcast messages in a randomly way. Thus, each sensor node defines a list of neighbours.

The distance estimation is based on a standard receiving quality signal indicator – RSSI. This is provided by the operating system for each message received.

The convergence algorithm is described by the following steps:

Algorithm: Weighted Average Consensus

1. If a random timer (with a predefined base time) expires, node $i$ sends a Unicast message to a random neighbour comprising its own current value.
2. If a unicast is received, the current value of the sender is updated in the neighbour list, together with the RSSI.
value and the sender is marked as received.

3. After receiving all the values from its neighbours, node \( i \) assigns to each link \((i, j), j \in N_i\) the corresponding weight related to \( \max(\text{RSSI}) \).

4. The weighted average of the neighbour values is computed according to relation (16) described in section III.

5. The weight \( \phi_{ij} \) is computed based on relation (18).

6. Compute the updating rule described in (17).

We have considered two types of algorithms for average consensus. One is based on a simple average computation, in which node \( i \) and each node \( j \in N_i \) have the same weight in the convergence updating rule. Fig. 3 illustrates the evolution of the consensus algorithm for each node. As one can see, the values slowly converge to the global average in an iterative way. Notice that the nodes affected by the isolated event, are rapidly suppressed by overall average related to the value with the highest incidence.

![Weightless consensus algorithm evolution](image)

Fig. 3: Running average consensus on a 10-node random topology – compatible with Tmote Sky (CONTIKI OS)

The final convergence value does not reflect the occurrence of any deviations from the global average. The evolution of average value is illustrated in Fig. 4a. Final value is located around 290.

![Weightless consensus algorithm - average evolution](image)

4(a): simple average consensus

4(b): weighted average consensus

Fig. 4: Evolution of average value.

The other evaluated solution is based on the proposed weighted average consensus. For comparison reasons the nodes were initiated with the same initial values, and the topology is also the same. The results are illustrated in Fig. 5.

Although this method provides an improved event detection mechanism, one should consider the additional iterations that are necessary for the computation. In comparison to the first evaluation, this solution requires 30% more iterations.

V. CONCLUSION

The paper discussed a particular approach for average consensus algorithms, tailored for event detection. There are specific situations were estimating the global average value is not enough to detect the occurrence of an event. Most of the time, the incidence of isolated deviations is iteratively suppressed by overall average, related to the value with the highest incidence. This represents an important direction of study, mainly because detection of initial deviations in an early stage can bring important savings or benefits.

The proposed solution aims at correcting the convergence value using a weighted average consensus mechanism. A set of weight are locally assigned through in-neighbourhood data exchange based on an estimation of distances between neighbour nodes. Thus, the updating rule computes the current convergence value keeping a high priority for the closest neighbours. This ensures an asymptotically converge to the global average. The updating rule is based on a weighted average, with priority for the deviated measured values. In addition, the method uses a corrective factor which has been noted as strongly correlated to the dynamics of the convergence.

The weighted average consensus is developed mainly for improved event detection. The proposed algorithm only returns a better global average, in case of isolated events. To bring the most of it, one should consider the integration of artificial intelligence into the event detection system for smarter decision making. As the evaluation states, the proposed method requires more iterations to reach the final average value. The problem that emerged, referred to energetic reasons specific to embedded devices, is to select...
the optimal weights that maintain a cost-effective algorithm and to provide useful data, in the same time. This work is only a preliminary step in this research topic and captures the potential of weighted average consensus for improved event detection systems. Current and future work relates to defining a method for finding an optimal corrective factor. We also consider the integration of a mechanism for improving the convergence speed, similar to the Neighborhood algorithm.
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